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1. Introduction

In statistical literature, Verhulst (1838) developed Log-Logistic (“LL") distribution to model
population growth. In economics, LL distribution iswell-known as the Fisk distribution dueto Fisk
(1961) and it is a logarithm transformation of logistic distribution. The shape parameters of this
distribution resemble same property as that of lognormal distribution therefore it is analogous to
lognormal distribution Further, the log-logistic distribution has heavier tails therefore it is also
called heavy tailed distribution; it is rightly skewed and has narrow peak. The density function of
this distribution can be expressed in closed form. Thus, it is very useful for survival data with
censoring. Apart from this property, it has non-monotone hazard function when o>1 but it is
monotonically decreasing and unimodal when o < 1.The hazard rate increases initially and later it
decreases therefore it is said to have IFR as well as DFR. Further, The Log-Logistic distribution
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can be suitable substitute for the Weibull distribution. The mixture of the Gompertz as well as
gamma distribution with mean and variance coincides and equal to 1 is said to follow the Log-
Logistic distribution.

The industrial revolution and competitive environment has increased demands manufactured
products should have good quality and reiability. To fulfill these requirements, manufacturers
conduct appropriate designed experiments. In reliability study, there are various instances where
obtaining a complete sample is neither desirable nor achievable due to time or cost considerations.
Therefore, the practitioners terminate the experiment and report the results before all items realize
their failures. The most typical sampling plan in these situations is Type Il censoring. There are
several research papers in the statistics literature that employ the plan for various lifetime modds
like as normal, exponential, and Weibull. For more information, one can refers Gupta (1952),
Cohen (1965), Mann et al. (1974), Lawless (1982), and Hossain et al. (1986). (2003). Inindustry,
the problem of comparing product efficacy isimportant. In this case, the rdiability engineer would
like to make an early and efficient choice on the effectiveness of the goods under life test in terms
of standard hazard rate function after placing multiple independent samples of units manufactured
by various procedures. Balakrishnan and Ng (2006) study the problem of comparing two populations
using stochastic ordering extensively. Sharafi et al. (2013) compare the hazard rates of two
distributions under Type Il censoring using a distribution free test. Shanubhogue and Raykundaliya
(2015) discuss the inferential problem about the lifetime of homogeneity of several systems
under the generalized exponential distribution based on Type Il censored sampling design,
and Raykundaliya (2016) discuss generalized type Il censoring scheme for Frechet distribution.
and further, study the reliability characteristics of distributions. The organization of paper is as
follows:

In section 2, we givethe probability density function (pdf), thereliability or survival function
and the hazard rate of thelog-logistic distribution and develop the likelihood for the Generalized
Type Il censored sampling design under log-logistic distribution. In section 3, we derive the
expressions for maximum likelihood estimators of parameters and their asymptotic variance-
covariance matrix when shape parameter of the distribution is known and when it is unknown.
Section 4 discusses algorithm for generation of data from Type Il censored sampling design
under log-logistic distribution and provides iterative procedure for estimation of the parameters
through Newton-Raphson method. Further, the tables of ML estimates and their asymptotic
standard Errors, relative variance and relative standard errors, estimate of reliability and hazard
rates and their mean sguares error, at fixed time point which are simulated using Monte-Carlo
simulation technique for both the cases of shape parameter known and unknown. In section 5, we
discuss likdihood ratio test for simultaneous testing of homogeneity of scale parameters when
the shape parameter is known. The cut-off points for the test statistics are obtained through
M onte-Carlo simulation. We study cost function for the experiments in section 6. The concluding
remarks are given section 7.
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2. The Log-Logistic Distribution, Generalized Type Il Censoring Scheme and Likelihood
Function for the Generalized Type Il Censoring Design

Suppose T represents the lifetime of an item and follows the Log-Logistic distribution (LL) if its
cumulative distribution function and probability density functions given respectively as

1

B
f&ap) = %; (t>0,a>08>0) )
+(3

where o is shape parameter, B is scale parameter and we can denoteit asLL (o, B).
The rdiability function and hazard function of LL distribution are given respectively,

O 1

F(t) = == 7@
=G (O ) (3
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2.1. Random Deviate Generating Function

Let U bearandom variable said to follow standard uniform distribution and cumul ative distribution
function F(-) then any sample from F (u) is drawn from F(-) if and only if its regular inverse
exists. So, the random deviate can be generated from LL (o, B) using

t = But —1)= (5)

If Z follows LL(c, 1), then the corresponding moment generating function, is given by
)]

ZOC)Z

M(s) = af es? Z(

M(s)= Yoo 0 —~ (1 -1+ ) where B is beta function. (6)

Differentiating InM(s) with respect and s and evaluating at s = 0, we get the mean and variance
of LL (o, 1) as

E@Z) =B(1-2,1+2)andvar(2) = B(1-2,1+2) @)
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1 .
If ZfollowsLL (o, 1) andT = 3 Z, thenT follows LL(a., B). Therefore, themean and variance
of T is given by
n n n n
E(T) = pB(1-2,1+2) andvar(T) = p?B(1-2,1+72) ©)
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Figure 1(c): Hazard Function

Figure 1: Plots of probability density function, reliability function and hazard function of LL
distribution for some specific values of parameters
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2.2. Generalized Type Il Censoring Scheme

We now consider a design in which we simultaneously test mtypes of systems, starting with u units
for each type of system and continuing the experiment until G" failures are observed in each type of
system, i.e., thetotal number of units tested is mu, and the total number of failures observed at the
end of the experiment is given by G = mG’. Assuming that lifetime distribution of unit is Log-
Logistic with shape parameter o. and scale parameter ;i =1, 2,...,mfor each type of system. After
each failure in the experiment, the failure time is observed and denoted as t;; g = 1,2,..., G} i =
1,2,..., m. At theend of experiments, wehave dataon (u, G, t;9=12,..., G;i=1.2,...,m). Figure
2 represents the scheme of the Generalized Type I Censoring.
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Figure 2: Graphical representation of Scheme of the Generalized Typell Censoring

2.3. Likelihood function for Generalized Type || Censoring Method

Shanubhogue and Raykundaliya (2015) defines, the likelihood function for generalized Type Il
censoring design for observing G failures from u units are as

~ (u—c" )ng Si(t )-[Fi(ta*)](u_a*) (10)

Likelihood for whole experiment, as different types of systems are functioning independently,

is
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L= H:il Li

L= T2 (o TT6m fi(tg)- [FiCe)) =) (1

Substituting equations (1) and (2) in (11) we get the likelihood function for generalized typel|
censoring for LL distribution as

(u-6")
N P N
=T Y ) () o

3. Maximum Likelihood Estimation

To obtain maximum likelihood estimates of, a., B, (i = 1,2,..., m), survival function, hazard function,
and observed fisher's information matrix, we use maximum likelihood estimation method. First we
obtain log likelihood by taking log of likelihood function (12) which is given as

LS (G
A e MO ey
Bi

L=min (5 55;) + mG In(@) — 6" B2 In(B) + (@ — D T4 B2 In (tg)) — 6" (a — D I In(B)

(u—

23, 3 [In(1+ (tgl) )]~ @-6)5x, [ ((tg—)“ +1)] (13)

Differentiating (13) with respect to a,, B, (i = 1, 2,..., m) we get maximum likelihood equations
as

al

=TT B In () - 23, B

(5 i)
()

(14)

—gl)a> —(u—-G)XE,
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The likdihood equations (14) and (15) are not mathematically tractable, so we abtain the
estimates of parameters B = (B,, B,,..., B,) numerically by some iterative procedure when shape
parameter ? is known and unknown.
3.1. Maximum Likelihood Estimation when Shape Parameter « is known

For given values of (u, G, tgi; g=1,2.,G;i=1,2,.., m), thesolution of equations (15) can be

guantitatively evaluated using an appropriate iterative process such as the Newton-Raphson
technique. From these equations, the MLE, B, is obtained numerically and denote it

asﬁl.;i = 12, ..., m. Theinvariance property of MLEs is used to evaluate the MLEs of reiability
(R (t);i=1,2, .., m andhazard rate(hi (t),i=1,2,..,mas

((TL)“H) ’ (16)
Hazard function

h(t) = z i=12..m

() an
l
3.1.1. Observed Fisher Information Matrix when Shape Parameter is known

To obtain Fisher information matrix we take derivatives of equations (15) with respect to ;i =
1,2,...., m. Therefore, we have

(8 (E50)

Bi
ﬁiz<1+(%)a>z

021 mG meG*(a—1)
9> BZ+ s+ 2a L Nge

Al )mﬂ

(
_(u—G*)dZﬁll - —a
()
(18)

al
0Bi0B;

=0.Vj#i=12.,m (19)

Theorem 3.1: For given a and% kept constant the maximum likelihood estimators, /? of é are

consistent estimators, andvu (8 — B) isasymptotically m-variate normal with mean 0 and variance
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covariance matrix VVL,where V is expected value of negative of second derivative matrix of log
likelihood with respect to f.

3.2. Maximum Likelihood Estimation When Shape Parameter ? is Unknown

Using the data (u, G, tgi; g=1,2.,G;i=1, 2, .., m), thesolution of equations (14 and 15) are
obtained using the Newton-Raphson technique and obtain the MLE of (o, B,) is derived as(a, ﬁi),

i =12,..., m. Using invariance properties of MLEs, theMLE of riability (R (t);i=1, 2, ..., m) and
hazardrate (h (t);i =1, 2, ..., m) aregivenas

1) (20)

fl\l(ti) = ti(1+(%)—a> 21)

3.2.1. Observed Fisher Information Matrix when Shape Parameter is unknown

To obtain Fisher information matrix we take derivatives of equations (14) and (15) with respect to
a, B,;1=1,2,...., m Therefore, we have,

N . £\ % *r
Ly > i)y G w(E)) (u—GIEE, () () (22)

2
B
da? a? g=1 <1+<tiii)a> (1+(t§_’;i)a)2

oo agp, g, (B (6] )
- (1+(%)a> Bi <1+<;G—lzl)a> . (23)

oadf; P i=
Derivatives of equation (15) with respect tof3.; i = 1,2,..., mand Bj; j#i=12,..maregivenin
equations (18) and (19) respectively. Therefore, we have following result.

Theorem 3.2: For given a and% kept constant the maximum likelihood estimators, (&, )

of(a, B ) are consistent estimators, andVu(@ — a, f — B) is asymptotically m-variate normal

with mean 0 and variance covariance matrix W1, where W is expected value of negative of second
derivative matrix of log likelihood with respect to (o, B) .
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4. Algorithm, Numerical Exploration and Conclusions

A Monte-Carlo simulation analysis is carried out in this section to compare the performance of the
estimates obtained in section 3. For illustration purpose we compare m = 2 and m = 3 systems
whichfollowsfailuredistribution LL(a., B,); i =1, 2..., m. The R-language version R.3.1.0 was used
to perform all calculations.

4.1. Known Shape Parameter

Inthis section, we carry out simulation study for two sets of parameter valuesm=2, o= 1.5, B, =
2,B,=andform=3,a=15,B,=2,B,=3,3,=4. Thesimulationis carried out for different values
of uand G'. Here we keep total number of failuresin whole experiment G = uG” fixed. We simulate
1000 samplesfor each case. The simulation results are summarized in Table 1 and Table 2. We use
following algorithm to simulate results.

4.1.1 Algorithm

Step 1. Takingm=2, =15, B, = 2, B, = 3wegenerate u random numbersfromLL (a, B,, B,,...,
B,,) for each types of system. The sameis repeated for the parametersm= 3, o = 1.5, 8, =
2,B,=3,B,=4

Step 2: Note the G failure times observed from each type of u copy of systems put on test and
recorded as (t, t,,..., ts*)); i = 1,2..., mfor each type of systems.

Step 31 Using data observed in step 2 and suitableinitial value, eval uateﬁ and corresponds sample
S al
Fisher information matrixV S = (72): score vector.
Step 4: Use Newton-Raphson iterative method

Brew = Bowa — V_l(ﬁozd) * S

Step 5: Repeat Step 5 until theT ™, |Bivew — Biowa| < € Wheree is very small, predefined

quantity.
Step 6: Repeat the proceduresin Step 1 to Step 5 for 1000 times and obtain following quantities.
_ILaBy
@ EV;= v

ZN—l(Eij_ﬁi)z .
(b) Mean Squared Error, MSE; =J_T wherep;;i= 1,2,..,m the values of

parameters given in Step 1.
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(c) Averageof Variance-Covariance Matrices computed for different simulated samples,
say -t

(d) Reliability functionsR;;(t;) and hazard rateh,;(t,); i= 1, 2., m;j =1, 2.., N
evaluate using equations (16-17) and corresponding MSEs are

2 2
SN (Rij e —Ru()) SN (Bt -hieD)
" and S
MSE; . .
(e) RdativeVariance(RV) =—>, Bias= EV,- 3, and Relative Standard Error (RSE)
_ JMSE;
T EV;

Step 7: Obtain Standard Error (SE) of estimates by taking square root of diagonal €ements of V
vt

we obtained the results which are shown in Tables (4.1) and (4.2), and concluded that the average

value of MLE's for scale parametersi =1, 2,..., m, reliability characteristic, and hazard rate are

closeto their true values for given shape parameters. Furthermore, the average mean square Errors

are minimal. We also notice that as u increases, the estimates converse to its true value and their

SE, RSE, RV decreases.

4.2. Unknown Shape Parameter

Similar study, with not much change in the algorithm, one can do simulation study for the case of
unknown shape parameter. We perform simulation studies for the set of parameters valuesm= 2, o
=158,=2,B,=3andm=3,a=15,B,=2,8,=3, ,=4

From the above Table (4.3) and Table (4.4) we can easily notice that in the presence of
unknown shape parameter o, the MLEs of scale parameters ;i = 1, 2, ..., m, the reliability
characteristics and hazard rates are closer to their actual values. Since, the shape parameter is
unknown the convergence rate is comparatively slower than that of known shape parameter.
Perhaps, it may be the effect of estimate of unknown shape parameter ?. Further, we can say,
somewhat large sample size is required than what we consider for the estimates to reach their
true values.

5. Testing of Hypotheses

The generalized type Il censoring design is said to be significant only when can prove that all m
type of systems has non-identical lifetime. This can be accomplished by applying an ANOVA
approach for the suggested design. However, we will develop atest using the likelihood approach.
The goal of the hypothesis testing problemis to test
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Hy B, =B,= .. =B, =B VvsH,:B =B, for at least onepair (i,j) i =) =12,....m (249)
The likelihood ratio test statistic to test H, defines as
/1LR _ maxg g L(L,B.a)

- maxg,g L(g,&a)

The test based on —2In (X ) reects H in support of H, if it is larger than upper a-th cut-off
point of chi-square distribution (m— 1) degrees of freedom.
5.1. Computation of Likelihood Under HO

The log likelihood InL_Gunder null hypothesis from equation (13) we have,
= mln( u ) +mG*In(a) —mG*In(B) + (a — 1) Zﬁlzgllln (tgi) —mG*(a — 1) In(B)

(u—-G*)!

237, S5m [ (14 (2))] - w-6nzm m((2) " +1)] @9

Differentiate (25) with respect to oo and § we have

G

m * m G* i i
az_ma*+z In (t G*In(p) ZZZ
2" n (ty;) —mGTin(p .

i=1g=1 i

il
a
Q

i
iy

£\ @1 tgi ter a-1 tgr
:_; _ mTG* n m(;*gx—l) . 2“23;1 [(%) (é’tg )] —(u- G*)a l( C;? ) . g )] @7

Differentiate (26) and (27) with respect to (a, ) and o we have

toi\% tgi t @ ki
2 mo |G )| ey [CF) 5
i = T ar 222G e (t%)a)z u—GHIE, ey | @

2

()Y

(UZL.)QW(?)M)% e [(@zl)“ﬂn(;szt>a+1)<:szl>“]

(30)
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The likdihood equation (27) is not mathematically tractable for known as well as unknown
shape parameter we use the Newton-Raphson method to obtain the estimate of parameter 3. Here
we deal with only known shape parameter. We demonstrate the test procedure for m=2 and m= 3.
We generate data under our design for the parameter valuesunder H: o= 1.5, 8, =2, 3, =3 and H_:
a =158, =2, B,=3, B, =4 respectively. Then carry out the test procedure as suggested above.
The procedure is repeated for the different choices of u and G'. The results are produced in the
Table 5.1 and Table 5.2, respectivdy.

From the Table 5.1, weinfer that the power the test is poor for small sizes. Higher the sample
sizeisrequired to exhibits its power in identifying the alternative. From Table 5.2, it can reveal that
for comparing homogeneity of three systems, as sample size becomes 72 it exhibits its power.

6. The Cost Function under Generalized Type Il Censoring Design

To study the cost of experiment on the line of Srivastava (1987), with modified notation we proceed
at follows:

Let us begin testing experiment with u systems, each from m brands. Further, we shall assume
that the cost of a system failing is constant, say C,, regardiess of the brand. Since, the experiment
terminates after observing total G = mG" where G' is a fixed number of failures being observed on
each brand, the total cost of failure is G = mC, G, which is fixed and pre-planned. There arem
different sub experiments under this system, in the sense that how we observe machines of typei is
independent of the failures of machines of type’, for i = i'. Let t,, = 1,2, ..., m denote the time of
failure of G'th machine of theithtype. Definet byt = =maxt,,,, = max (t5+1,t*2, te*m )

Asaresult, t __ reflects the period that the entire experiment under Type Il censoring lasts. In
this experimental technique, the cost component is from the perspective of the experiment's length,
isC,t

3ch;\XN, we will concentrate at the cost of total experimental time for all the units under test.
Assume C_2 isthe cost per unit time associated with a machine's testing time, regardless of brand.
Lett ,t t.., bethefailuretimes of G systems out of u systems of typei, i =1,2...... m.

107 it
Then the total time the on test for the sub experiment is

uty +(u—1D)(ty —t) + U —2)(t3 —ty) +.+@—=G6"+1) (ter; — tge—1)i)
Hence, the total machine time under Type Il censoring ist, were
t, =Xty +tyt o, F(U — G + Dtgy
The contribution of this cost ist, C,.
The fourth cost component is the total number of machines utilized in the experiment, which
equals mu = N under generalized Type Il censoring. This expense covers the purchase, storage, and
handling of the machines. We will consider y(N) to be an increasing function of N. is the cost of

putting N machines through their paces. In some circumstances, y(N) may increase at a slower rate
than N or possibly be non-existent.
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Findly, let us denote the experiment's overhead costs as C,. We will presume that this C,
represents general costs like those related to preparing the experiment, administrative and consulting
costs, and so on. However, we assume that C; is independent of N, the total number of machines
used in the experiments. Under the generalized Type Il censoring design, the actual cost of the
experiment under these assumptions is

Ca” = Cy+C,G+C, t2+C3tmax+)/(N)'

For the cost effectiveness of the generalized Type Il censoring method, we perform Monte
Carlosimulationswith cost values of C =100, C, =5, C, =10, C, = 10 and y(N) = 0.5N. Theresults
for m=2 and m= 3 are shown in Tables 6.1 and 6.2, respectively. We also change the number of
unitsto betested at each sub experiment and fix the overall number of failures G, Table 6.3 contains
the results.

6.1. Algorithm for Evaluation of Total Time under Experiment, Duration of Experiment and
Total Cost

Sep 1 Generatethe subset of Typell censored observation using Step 1 and Step 2 of thealgorithm
given in section 4.1.1.

Step 21 Repeat Step 1, n = 1000 times and obtain average failure time and store it as
(tli'tZi ..... tG*i);iz 1,2, ceey ML

Step 3: Evaluate total time under experiment and duration of experiment using formulae by
t, =2, ty + ty+, o, H(u — G* + 1)t andt  respectively.
Step 4. Usethevdues of C, C,, C,, C, and y(N) = 0.5N where N = umiin cost function

C,"' = Cy+ C,G + Cyty + Catpay + y(N)d obtain the different values of total cost
for different combination of (u, G).

It can be seen from Table 6.4 and Table 6.5. total time under experiment, duration of the
experiment and the cost associated with the experiment in generalized Type |1 censoring scheme
are increasing functions of G, for m = 2 as well as m = 3. From Table 6.3, we can see that as
proportion of censoring decreases thetotal timeunder experiment increases linearly and the duration
time of the experiment decreases.

7. Concluding Remarks

In this paper we study estimation of parameters through iterative procedure and study their
performance when lifetime of randomvariableisLL distribution under generalized typell censoring
scheme. We observethat estimateof parameters converseto itstruevaluewhen sample sizeincreases
in both case when shaper parameter is known as wel as unknown. The performance indicators like
MSE, Bias, RSE decreases with sample size and support the performance of estimators. The
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Likelihood Ratio test is also exhibits its power to attain its alternative hypothesis when number of
items put on test increases especially when comparing more than two types of systems. Further,
form study of the cost of experiment, we observed that cost of experiment, duration of experiment
increases linearly with total number of test items increases with fixed proportion of censoring. It is
also observed that for fixed items censoring, cost of experiment and total time on experiment
increases marginally with increases test items but duration of experiment decreases.
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Table4.1: Maximum Likelihood Estimate of Parameter s, Reliability and Hazar d Ratesand their

Efficiency Measuresm =2, = 1.5, B, =2, B,= 3, R(t) = (0.5, 0.5), h(t) = (0.375,0.250)

u G B1 B: Ry(ty) Ry(t,) hy(ty) ha ()
EV 2.0996 3.0186 0.5024 0.4913 0.3723 0.2564
MSE 0.3612 0.7924 0.0047 0.0050 0.0057 0.0027
SE 0.7560 1.0772 - - - -
12 6
RV 0.1720 0.2625 0.0094 0.0102 0.0154 0.0105
Bias 0.0996 0.0186 0.0024 -0.0087 -0.0027 0.0064
RSE 0.2862 0.2949 0.1367 0.1442 0.2032 0.2027
EV 2.1707 2.8585 0.5155 0.4827 0.3578 0.2628
MSE 0.2147 0.3865 0.0026 0.0029 0.0033 0.0016
SE 0.5480 0.7276 - - - -
24 12
RV 0.0989 0.1352 0.0051 0.0061 0.0091 0.0061
Bias 0.1707 -0.1415 0.0155 -0.0173 -0.0172 0.0128
RSE 0.2135 0.2175 0.0996 0.1122 0.1595 0.1524
EV 2.2115 2.8299 0.5220 0.4821 0.3505 0.2633
MSE 0.1634 0.2497 0.0302 0.0020 0.0025 0.0011
SE 0.4554 0.5907 - - - -
36 18
RV 0.0739 0.0882 0.0578 0.0042 0.0070 0.0042
Bias 0.2115 -0.1701 0.0220 -0.0179 -0.0245 0.0133
RSE 0.1828 0.1766 0.3329 0.0931 0.1413 0.1267
EV 2.2489 2.8162 0.5268 0.4817 0.3451 0.2636
MSE 0.1590 0.2002 0.0019 0.0016 0.0024 0.0009
SE 0.3999 0.5091 - - - -
48 24
RV 0.0707 0.0711 0.0036 0.0034 0.0068 0.0035
Bias 0.2489 -0.1838 0.0268 -0.0183 -0.0299 0.0136
RSE 0.1773 0.1589 0.0825 0.0843 0.1406 0.1145
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EV 22221 | 27531 0.5245 0.4766 0.3476 0.2675
MSE 01175 | 0.1883 0.0015 0.0016 0.0018 0.0009
SE 03532 | 0.4456 - - - -
60 30
RV 0.0529 | 0.0684 0.0028 0.0033 0.0052 0.0033
Bias 02221 | -0.2469 | 0.0245 -0.0234 -0.0274 | 0.0175
RSE 0.1542 | 0.1576 0.0728 0.0832 0.1228 0.1103
EV 22340 | 27457 0.5261 0.4763 0.3458 0.2677
MSE 0.1142 | 0.1655 0.0014 0.0014 0.0018 0.0008
SE 03241 | 0.4059 - - - -
72 36
RV 00511 | 0.0603 0.0027 0.0029 0.0051 0.0029
Bias 02340 | -0.2544 | 0.0261 -0.0237 -0.0292 | 0.0177
RSE 01513 | 0.1482 0.0716 0.0781 0.1218 0.1035
EV 22170 | 2.7208 0.5244 0.4742 0.3477 0.2693
MSE 0.0968 | 0.1661 0.0012 0.0014 0.0015 0.0008
SE 02975 | 03726 - - - -
84 42
RV 0.0437 | 0.0610 0.0023 0.0029 0.0044 0.0029
Bias 02170 | -02792 | 0.0244 -0.0258 -0.0273 | 0.0193
RSE 0.1404 | 0.1498 0.0667 0.0788 0.1125 0.1035
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Table4.2: Maximum Likelihood Estimate of Par ameter s, Reliability and Hazard
Ratesand their Efficiency

Measuresm=3,a =15p, =2, B,=3,B,=4,

R(t) = (0.5,0.5,0.5), h(t) = (0.375,0.250,0.1875)

u G’ B1 B B Ri(ty) R, (L) R3(t3) hy(ty) hy(t2) hs(t3)
ev | 23579 | 2.9827 3.7069 | 0.5357 | 0.4927 0.4745 03354 | 02554 | 0.2016
mse | 03559 | 0.4316 0.8533 | 0.0038 | 0.0030 0.0040 0.0046 | 0.0016 | 0.0012
sg | 06638 | 0.8432 1.0573 - - - - - -
28 gy | 01510 | 0.1447 0.2302 | 0.0070 | 0.0060 0.0084 0.0137 | 0.0063 | 0.0060
Bias | 03579 | -0.0173 | -0.2931 | 00357 [ -0.0073 | -0.0255 | -0.0396 | 0.0054 | 0.0141
RsE | 02530 | 0.2203 0.2492 | 0.1144 | 0.1103 0.1327 02024 | 0.1575 | 0.1724
ev | 22134 | 3.0292 3.7877 | 0.5215 | 0.4982 0.4825 03510 | 02513 | 0.1973
mse | 01901 | 03125 0.5169 | 0.0023 | 0.0021 0.0023 0.0028 | 0.0011 | 0.0007
se | 05112 | 0.6989 0.8762 - - - - - -
36 | 12
Ry | 0.0859 | 0.1032 0.1365 | 0.0044 | 0.0042 0.0047 0.0080 | 0.0046 | 0.0036
Bias | 02134 | 00292 | -02123 | 00215 | -0.0018 | -00175 | -0.0240 | 0.0013 | 0.0098
RsE | 01970 | 0.1845 0.1898 | 0.0913 | 0.0916 0.0988 0.1511 | 0.1347 | 0.1345
EV | 23233 | 29984 3.6469 | 0.5346 | 0.4966 0.4735 03364 | 02525 | 0.2023
MSE | 0.2183 [ 0.2381 0.5118 | 0.0025 | 0.0016 0.0025 0.0031 | 0.0009 | 0.0008
SE | 0.4610 | 0.5990 0.7372 - - - - - -
48 | 16
rv | 00940 | 0.0794 0.1403 | 0.0047 | 0.0033 0.0052 0.0093 | 0.0036 | 0.0038
Bias | 03233 | -0.0016 | -0.3531 | 00346 | -0.0034 | -0.0265 | -0.0386 | 0.0025 | 0.0148
RsE | 02011 | 0.1627 0.1962 | 0.0938 | 0.0816 0.1049 0.1661 | 0.1194 | 0.1366
EV | 23352 | 29872 3.6688 | 0.5364 | 0.4966 0.4757 03343 | 02526 | 02011
MSE | 02047 | 0.1726 0.4220 | 0.0024 | 0.0012 0.0020 0.0030 | 0.0007 | 0.0006
SE | 04147 | 05341 0.6642 - - = = = =
60 | 20
gy | 0.0877 | 0.0578 0.1150 | 0.0044 | 0.0024 0.0042 0.0088 | 0.0026 | 0.0031
Bias | 03352 | -0.0128 | -03312 | 00364 | -0.0034 | -00243 | -0.0407 | 0.0026 | 0.0136
RSE | 0-1938 [ 0.1391 0.1771 | 0.0908 | 0.0694 0.0945 0.1625 | 0.1016 | 0.1244
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EV 2.2735 3.0008 3.7056 0.5302 0.4981 0.4787 0.3412 0.2515 0.1994

MSE 0.1464 0.1463 0.3434 0.0018 0.0010 0.0016 0.0022 0.0006 0.0005

SE 0.3697 0.4894 0.6088 - - - - - --

72 24 RV 0.0644 0.0488 0.0927 0.0033 0.0020 0.0034 0.0065 0.0022 0.0025
Bias 0.2735 0.0008 -0.2944 0.0302 -0.0020 -0.0213 -0.0338 0.0015 0.0119
RSE 0.1683 0.1275 0.1581 0.0793 0.0637 0.0838 0.1376 0.0943 0.1122
EV 2.3473 3.0360 3.6501 0.5383 0.5011 0.4751 0.3321 0.2492 0.2014
MSE 0.1867 0.1402 0.3464 0.0022 0.0009 0.0017 0.0028 0.0005 0.0005
SE 0.3518 0.4587 0.5587 - - - - - -
84 | 28

RV 0.0795 0.0462 0.0949 0.0041 0.0019 0.0035 0.0083 0.0021 0.0026

Bias 0.3473 0.0360 -0.3499 0.0383 0.0011 -0.0249 -0.0429 -0.0008 0.0139

RSE 0.1841 0.1233 0.1612 0.0873 0.0608 0.0858 0.1580 0.0913 0.1129
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Table4.3: Maximum Likelihood Estimate of Parameters, Reliability and

Hazard Rates and their Efficiency
Measuresm=2,a =158, =2, B,=3, R(t) = (0.5,0.5), h(t) = (0.375,0.250)

u G a B B: Ri(ty) Ry (t2) hy(ty) hy(t)
EV 1.7436 2.0226 2.9095 0.4928 0.4807 0.4524 0.3251
MSE 0.2837 0.3459 0.8842 0.0049 0.0060 0.0385 0.0279
SE 0.4381 0.6965 1.0177 - - - -
12 6
RV 0.1627 0.1710 0.3039 0.0100 0.0125 0.0851 0.0857
Bias 0.2436 0.0226 -0.0905 -0.0072 -0.0193 0.0774 0.0751
RSE 0.3055 0.2908 0.3232 0.1426 0.1615 0.4336 0.5134
EV 1.6501 2.1126 2.9169 0.5060 0.4840 0.4105 0.3011
MSE 0.1737 0.3002 0.6817 0.0036 0.0046 0.0218 0.0171
SE 0.3597 0.6557 0.9205 - - - -
16 8
RV 0.1053 0.1421 0.2337 0.0072 0.0095 0.0530 0.0569
Bias 0.1501 0.1126 -0.0831 0.0060 -0.0160 0.0355 0.0511
RSE 0.2526 0.2593 0.2831 0.1189 0.1404 0.3594 0.4345
EV 1.5804 2.1489 2.8153 0.5136 0.4780 0.3825 0.2890
MSE 0.0989 0.1822 0.4594 0.0023 0.0036 0.0110 0.0101
SE 0.2827 0.5532 0.7356 - - - -
24 | 12
RV 0.0626 0.0848 0.1632 0.0044 0.0074 0.0289 0.0350
Bias 0.0146 0.2369 -0.1935 0.0255 -0.0197 -0.0240 0.0208
RSE 0.1990 0.1986 0.2407 0.0927 0.1248 0.2747 0.3482
EV 1.5347 2.2054 2.8201 0.5208 0.4806 0.3615 0.2752
MSE 0.0514 0.1800 0.2977 0.0021 0.0024 0.0061 0.0052
SE 0.2241 0.4677 0.6079 - - - -
36 | 18
RV 0.0335 0.0816 0.1056 0.0040 0.0049 0.0169 0.0189
Bias 0.0347 0.2054 -0.1799 0.0208 -0.0194 -0.0135 0.0252
RSE 0.1478 0.1924 0.1935 0.0880 0.1012 0.2162 0.2620
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EV 1.5146 2.2369 2.8065 0.5255 0.4803 0.3510 0.2708
MSE | 0.0380 0.1494 0.2376 0.0018 0.0019 0.0046 0.0038
SE 0.1918 0.4131 0.5276 - - - -
48 | 24
RV 0.0251 0.0668 0.0847 0.0034 0.0040 0.0130 0.0139
Bias 0.0146 0.2369 -0.1935 0.0255 -0.0197 -0.0240 0.0208
RSE 0.1286 0.1728 0.1737 0.0803 0.0916 0.1923 0.2263
EV 1.5016 2.2430 2.7920 0.5267 0.4798 0.3463 0.2676
MSE | 0.0309 0.1326 0.1886 0.0016 0.0015 0.0038 0.0027
SE 0.1700 0.3721 0.4713 - - - -
60 | 30
RV 0.0206 0.0591 0.0675 0.0031 0.0032 0.0109 0.0101
Bias 0.0016 0.2430 -0.2080 0.0267 -0.0202 -0.0287 0.0176
RSE 0.1170 0.1623 0.1555 0.0764 0.0817 0.1778 0.1940
EV 1.4942 2.2334 2.7450 0.5260 0.4760 0.3454 0.2686
MSE | 0.0232 0.1139 0.1785 0.0014 0.0015 0.0032 0.0022
SE 0.1546 0.3385 0.4232 - - - -
72 | 36
RV 0.0155 0.0510 0.0650 0.0027 0.0031 0.0092 0.0082
Bias | -0.0058 0.2334 -0.2550 0.0260 -0.0240 -0.0296 0.0186
RSE 0.1019 0.1511 0.1539 0.0715 0.0813 0.1635 0.1751
EV 1.4930 2.2574 2.7551 0.5288 0.4771 0.3423 0.2676
MSE | 0.0202 0.1237 0.1660 0.0015 0.0014 0.0032 0.0021
SE 0.1431 0.3165 0.3931 - - - -
84 | 42
RV 0.0135 0.0548 0.0603 0.0029 0.0029 0.0094 0.0077
Bias | -0.0070 0.2574 -0.2449 0.0288 -0.0229 -0.0327 0.0176
RSE 0.0953 0.1558 0.1479 0.0737 0.0778 0.1657 0.1692
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Table4.4: Maximum Likelihood Estimate of Parameters, Reliability and

Hazard Rates and their Efficiency

Measuresm=3,a =15, B, =2, B,=3,B,=4,
R(t) = (0.5,0.5,0.5), h(t) = (0.375,0.250,0.1875)

u |G @ B B: Bs Ri(ty) | Ry(ty) | Rs(ts) | hy(ty) | ha(ty) | h3(ts)
EV | 15636 | 2.3165 | 2.9795 | 3.6986 | 0.5304 | 0.4903 | 0.4709 | 0.3617 | 0.2773 | 0.2213
MSE | 0.0900 [ 0.3573 | 0.5999 | 1.2497 | 0.0038 | 0.0040 | 0.0057 | 0.0121 [ 0.0095 | 0.0074
SE | 0.0003 | 0.0008 | 0.0006 | 0.0006 - - - - - -
24 | 08
Rv | 0.0576 | 0.1542 | 0.2013 | 03379 | 0.0072 | 0.0083 | 0.0121 | 0.0335 [ 0.0343 | 0.0336
Bias | 0.0636 | 0.3165 | -0.0205 | -0.3014 | 0.0304 | -0.0097 | -0.0291 | -0.0133 | 0.0273 | 0.0363
RSE | 0.1919 | 0.2580 | 0.2600 | 0.3023 | 0.1166 | 0.1297 | 0.1604 | 0.3042 | 0.3518 | 0.3898
EV | 15500 | 2.2045 | 3.0077 | 3.7994 | 05204 | 0.4952 | 0.4812 | 0.3670 | 0.2682 | 0.2107
MSE | 0.0605 | 0.1938 | 0.4109 | 07828 | 0.0022 | 0.0027 | 0.0033 | 0.0074 [ 0.0059 | 0.0044
sE | 0.0002 | 0.0009 | 0.0012 | 0.0016 - - - - - -
36 | 12
Rv | 0.0390 | 0.0879 | 0.1366 | 0.2060 | 0.0043 [ 0.0055 | 0.0070 | 0.0200 | 0.0221 | 0.0209
Bias | 0.0500 | 0.2045 | 0.0077 | -0.2006 | 0.0204 | -0.0049 | -0.0188 | -0.0080 | 0.0182 | 0.0257
RSE | 0.1586 [ 0.1997 | 0.2131 | 02329 | 0.0911 | 0.1054 | 0.1203 | 0.2337 | 0.2872 | 0.3150
Ev | 1.5087 | 2.3689 | 3.0450 | 3.6965 | 0.5391 | 0.4998 | 0.4755 | 0.3360 | 0.2553 | 0.2065
MSE [ 0.0378 | 0.2719 | 0.2950 | 0.6746 | 0.0029 | 0.0019 | 0.0030 | 0.0060 | 0.0035 | 0.0030
SE | 0.0002 | 0.0005 | 0.0009 | 0.0008 - - - - - -
48 | 16
RV | 00250 | 0.1148 | 0.0969 | 0.1825 [ 0.0055 | 0.0039 | 0.0064 | 0.0179 | 0.0136 | 0.0143
Bias | 0.0087 | 0.3689 | 0.0450 | -0.3035 | 0.0391 | -0.0002 | -0.0245 | -0.0390 | 0.0053 | 0.0215
RSE | 0.1288 | 0.2201 | 0.1784 | 0.2222 | 0.1007 | 0.0879 | 0.1157 | 0.2305 | 0.2306 | 0.2631
Ev | 1.4817 | 23804 | 3.0207 | 37269 | 0.5407 | 0.4983 | 0.4782 | 0.3289 | 0.2514 | 0.2006
MSE [ 0.0303 | 0.2628 | 0.2541 | 0.5655 [ 0.0029 | 0.0016 | 0.0026 | 0.0058 | 0.0026 | 0.0023
SE | 0.0002 | 0.0006 | 0.0007 [ 0.0012 - - - - - -
60 | 20
Rv | 0.0204 | 0.1104 | 0.0841 | 0.1517 | 0.0054 | 0.0033 | 0.0054 | 0.0177 | 0.0105 | 0.0114
Bias | -0.0183 | 0.3804 | 0.0207 | -0.2732 | 0.0407 | -0.0017 | -0.0218 | -0.0461 | 0.0014 | 0.0156
RSE | 0.1175 | 0.2154 | 0.1669 | 0.2018 | 0.0995 | 0.0815 | 0.1059 | 0.2319 | 0.2045 | 0.2380
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EV 1.4818 2.3200 3.0686 3.7646 0.5348 0.5029 | 0.4816 | 0.3347 | 0.2476 | 0.1980

MSE | 0.0251 0.1963 0.2131 0.4409 0.0022 0.0013 | 0.0020 | 0.0047 | 0.0022 | 0.0017

SE 0.0001 0.0005 0.0007 0.0010 - - - - - -

o RV 0.0169 0.0846 0.0694 0.1171 0.0042 0.0027 | 0.0041 | 0.0140 | 0.0088 | 0.0087
Bias | -0.0182 | 0.3200 0.0686 -0.2354 0.0348 0.0029 | -0.0184 | -0.0403 | -0.0024 | 0.0130
RSE | 0.1069 0.1910 0.1504 0.1764 0.0883 0.0729 | 0.0921 | 0.2043 | 0.1885 | 0.2093
EV 1.4709 2.3763 3.0572 3.6847 0.5412 0.5025 | 0.4769 | 0.3250 | 0.2455 | 0.1984
MSE | 0.0205 0.2185 0.1698 0.4017 0.0025 0.0011 | 0.0019 | 0.0048 | 0.0018 | 0.0014
SE 0.0002 0.0003 0.0004 0.0006 -- -- - - -- -
84 | 28

RV 0.0139 0.0920 0.0555 0.1090 0.0047 0.0022 | 0.0040 | 0.0147 | 0.0072 | 0.0071

Bias | -0.0291 0.3763 0.0572 -0.3153 0.0412 0.0025 | -0.0231 | -0.0500 | -0.0045 | 0.0134

RSE | 0.0972 0.1967 0.1348 0.1720 0.0929 0.0664 | 0.0912 | 0.2123 | 0.1707 | 0.1893
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Table5.1: Likelihood Ratio Test for TestingH : B,=B,=B vsH, : B,# B, when

a=158, =2 B,=3

u G* B B1 B LLyo LLy, x? p-value
12 6 22060 | 1.8139 | 26251 | 03699 | 06329 | 05260 | 0.4683
24 12 27425 | 22361 | 33522 | 125759 | 13.2162 | 1.2805 | 0.2578
36 18 25671 | 21328 | 3.0856 | 35.3684 | 36.1586 | 1.5804 | 0.2087
48 24 24766 | 2.0968 | 29257 | 62.8023 | 63.6669 | 1.7292 | 0.1885
60 30 25674 | 21716 | 3.0594 | 829129 | 83.9998 | 2.1737 | 0.1404
72 36 2.6195 | 22404 | 3.0704 | 111.7497 | 112.8582 | 2.2171 | 0.1365
84 42 24682 | 21353 | 2.8637 | 151.6771 | 152.8280 [ 2.3019 | 0.1292

Table5.2: Likelihood Ratio Test for TestingH : B, =B,=BVvsH, : B # B, (i=#j=1,273)
whena =158, =2, B,=3

u G’ B B1 B2 B3 LLy, LLy, x? p-value
24 8 3.0603 2.6290 2.6392 4.0233 10.3662 | 11.1263 1.5200 0.4677
36 12 3.2628 2.4519 3.1456 4.2870 | 30.0355 | 31.5091 2.9472 0.2291
48 16 3.0863 2.2358 3.5430 3.5602 | 51.2363 | 52.9533 3.4340 0.1796
60 20 2.9991 2.1617 2.9642 4.0302 | 82.5253 ( 85.4711 5.8915 0.0526
72 24 3.0498 2.1846 3.2678 3.7883 | 111.3079 | 114.2634 59111 0.0520
84 24 3.3133 2.2430 3.6661 4.1789 | 129.3180 | 133.7545 8.8730 0.0118
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Table 6.1: Table of Total Time under Experiment, Duration of Experiment and
Cost of Experiment Under %2
Censoringm=2,a=15B, =2, B,=3

u G t, tonax cl

12 12 57.38 2.36 775.38
24 24 114.83 2.45 1428.82
36 36 173.80 2.51 2097.06
48 48 230.01 2.49 2737.04
60 60 289.14 2.50 3406.40
72 72 344.71 2.49 4039.98
84 84 402.78 2.51 4698.89

Table 6.2: Table of Total Time under Experiment, Duration of Experiment and
Cost of Experiment Under 1/3
Censoringm=3,a =158, =2, B,=3,B,=4

u G t, tinax cl!
24 24 115.85 2.49 1439.42
27 27 119.07 2.24 1473.59
30 30 121.53 2.00 1500.30
33 33 123.55 1.84 1523.42
36 36 126.16 1.72 1552.82
39 39 128.82 1.59 1582.54
42 42 130.88 1.50 1606.85
45 45 133.94 1.42 1641.08
48 48 135.60 1.34 1661.38
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