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Abstract: In this paper, we discuss the Generalized Type II censoring
scheme for the Log-Logistic distribution and obtain the Maximum
Likelihood Estimate of unknown parameters. The Maximum Likelihood
equations are not mathematically tractable, we use the Newton Raphson
iterative procedure to obtain estimate of scale parameters, their variance
covariance matrix, reliability function and hazard rate for both known and
unknown shape parameters. Further, Likelihood Ratio test is used for testing
the homogeneity of several scale parameters of the log logistic distribution.
Monte-Carlo simulation is performed to study performance of estimates
of parameters. We also carried out cost of experiment for the generalized
type II censoring.
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1. Introduction

In statistical literature, Verhulst (1838) developed Log-Logistic (“LL”) distribution to model
population growth. In economics, LL distribution is well-known as the Fisk distribution due to Fisk
(1961) and it is a logarithm transformation of logistic distribution. The shape parameters of this
distribution resemble same property as that of lognormal distribution therefore it is analogous to
lognormal distribution Further, the log-logistic distribution has heavier tails therefore it is also
called heavy tailed distribution; it is rightly skewed and has narrow peak. The density function of
this distribution can be expressed in closed form. Thus, it is very useful for survival data with
censoring. Apart from this property, it has non-monotone hazard function when �>1 but it is
monotonically decreasing and unimodal when � � 1.The hazard rate increases initially and later it
decreases therefore it is said to have IFR as well as DFR. Further, The Log-Logistic distribution
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can be suitable substitute for the Weibull distribution. The mixture of the Gompertz as well as
gamma distribution with mean and variance coincides and equal to 1 is said to follow the Log-
Logistic distribution.

The industrial revolution and competitive environment has increased demands manufactured
products should have good quality and reliability. To fulfill these requirements, manufacturers
conduct appropriate designed experiments. In reliability study, there are various instances where
obtaining a complete sample is neither desirable nor achievable due to time or cost considerations.
Therefore, the practitioners terminate the experiment and report the results before all items realize
their failures. The most typical sampling plan in these situations is Type II censoring. There are
several research papers in the statistics literature that employ the plan for various lifetime models
like as normal, exponential, and Weibull. For more information, one can refers Gupta (1952),
Cohen (1965), Mann et al. (1974), Lawless (1982), and Hossain et al. (1986). (2003). In industry,
the problem of comparing product efficacy is important. In this case, the reliability engineer would
like to make an early and efficient choice on the effectiveness of the goods under life test in terms
of standard hazard rate function after placing multiple independent samples of units manufactured
by various procedures. Balakrishnan and Ng (2006) study the problem of comparing two populations
using stochastic ordering extensively. Sharafi et al. (2013) compare the hazard rates of two
distributions under Type II censoring using a distribution free test. Shanubhogue and Raykundaliya
(2015) discuss the inferential problem about the lifetime of homogeneity of several systems
under the generalized exponential distribution based on Type II censored sampling design,
and Raykundaliya (2016) discuss generalized type II censoring scheme for Frechet distribution.
and further, study the reliability characteristics of distributions. The organization of paper is as
follows:

In section 2, we give the probability density function (pdf), the reliability or survival function
and the hazard rate of the log-logistic distribution and develop the likelihood for the Generalized
Type II censored sampling design under log-logistic distribution. In section 3, we derive the
expressions for maximum likelihood estimators of parameters and their asymptotic variance-
covariance matrix when shape parameter of the distribution is known and when it is unknown.
Section 4 discusses algorithm for generation of data from Type II censored sampling design
under log-logistic distribution and provides iterative procedure for estimation of the parameters
through Newton-Raphson method. Further, the tables of ML estimates and their asymptotic
standard Errors, relative variance and relative standard errors, estimate of reliability and hazard
rates and their mean squares error, at fixed time point which are simulated using Monte-Carlo
simulation technique for both the cases of shape parameter known and unknown. In section 5, we
discuss likelihood ratio test for simultaneous testing of homogeneity of scale parameters when
the shape parameter is known. The cut-off points for the test statistics are obtained through
Monte-Carlo simulation. We study cost function for the experiments in section 6. The concluding
remarks are given section 7.
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2. The Log-Logistic Distribution, Generalized Type II Censoring Scheme and Likelihood
Function for the Generalized Type II Censoring Design

Suppose T represents the lifetime of an item and follows the Log-Logistic distribution (LL) if its
cumulative distribution function and probability density functions given respectively as

(1)

(2)

where � is shape parameter, � is scale parameter and we can denote it as LL (�, �).
The reliability function and hazard function of LL distribution are given respectively,

(3)

(4)

2.1. Random Deviate Generating Function

Let U be a random variable said to follow standard uniform distribution and cumulative distribution
function F(�) then any sample from F–1 (u) is drawn from F(�) if and only if its regular inverse
exists. So, the random deviate can be generated from LL (�, �) using

(5)

If Z follows LL(�, 1), then the corresponding moment generating function, is given by

; where B is beta function. (6)

Differentiating lnM(s) with respect and s and evaluating at s = 0, we get the mean and variance
of LL (�, 1) as

(7)
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If Z follows LL (�, 1) and  then T follows LL(�, �). Therefore, the mean and variance

of T is given by

(8)

Figure 1: Plots of probability density function, reliability function and hazard function of LL
distribution for some specific values of parameters

Figure 1(a): Probability Density function Figure 1(b): Reliability function

Figure 1(c): Hazard Function
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2.2. Generalized Type II Censoring Scheme

We now consider a design in which we simultaneously test m types of systems, starting with u units
for each type of system and continuing the experiment until G* failures are observed in each type of
system, i.e., the total number of units tested is mu, and the total number of failures observed at the
end of the experiment is given by G = mG*. Assuming that lifetime distribution of unit is Log-
Logistic with shape parameter � and scale parameter �

i
; i = 1, 2,…,m for each type of system. After

each failure in the experiment, the failure time is observed and denoted as t
gi

; g = 1,2,…, G*; i =
1,2,…, m. At the end of experiments, we have data on (u, G, t

gi
; g = 1,2,…, G*; i = 1,2,…, m). Figure

2 represents the scheme of the Generalized Type II Censoring.

Figure 2: Graphical representation of Scheme of the Generalized Type II Censoring

2.3. Likelihood function for Generalized Type II Censoring Method

Shanubhogue and Raykundaliya (2015) defines, the likelihood function for generalized Type II
censoring design for observing G* failures from u units are as

(10)

Likelihood for whole experiment, as different types of systems are functioning independently,
is
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(11)

Substituting equations (1) and (2) in (11) we get the likelihood function for generalized type II
censoring for LL distribution as

(12)

3. Maximum Likelihood Estimation

To obtain maximum likelihood estimates of, �, �
i
 (i = 1,2,..., m), survival function, hazard function,

and observed fisher's information matrix, we use maximum likelihood estimation method. First we
obtain log likelihood by taking log of likelihood function (12) which is given as

(13)

Differentiating (13) with respect to �, �
i
 (i = 1, 2,..., m) we get maximum likelihood equations

as

(14)
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(15)

The likelihood equations (14) and (15) are not mathematically tractable, so we obtain the
estimates of parameters � = (�1, �2,…, �

m
) numerically by some iterative procedure when shape

parameter ? is known and unknown.

3.1. Maximum Likelihood Estimation when Shape Parameter  is known

For given values of (u, G, t
gi

; g = 1, 2..., G*; i = 1, 2,..., m), the solution of equations (15) can be
quantitatively evaluated using an appropriate iterative process such as the Newton-Raphson
technique. From these equations, the MLE, �

i
 is obtained numerically and denote it

as  The invariance property of MLEs is used to evaluate the MLEs of reliability

(R
i
 (t

i
); i = 1, 2, ..., m) and hazard rate (h

i
 (t

i
); i = 1, 2, ..., m) as

(16)

Hazard function

(17)

3.1.1. Observed Fisher Information Matrix when Shape Parameter is known

To obtain Fisher information matrix we take derivatives of equations (15) with respect to �
i
; i =

1,2,...., m. Therefore, we have

(18)

(19)

Theorem 3.1: For given � and  kept constant the maximum likelihood estimators,  of  are

consistent estimators, and  is asymptotically m-variate normal with mean 0 and variance
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covariance matrix V–1,where V is expected value of negative of second derivative matrix of log
likelihood with respect to �.

3.2. Maximum Likelihood Estimation When Shape Parameter ? is Unknown

Using the data (u, G, t
gi

; g = 1, 2..., G*; i = 1, 2, ..., m), the solution of equations (14 and 15) are

obtained using the Newton-Raphson technique and obtain the MLE of (�, �
i
) is derived as

i = 12,…, m. Using invariance properties of MLEs, the MLE of reliability (R
i
 (t

i
); i = 1, 2, ..., m) and

hazard rate (h
i
 (t

i
); i = 1, 2, ..., m) are given as

(20)

(21)

3.2.1. Observed Fisher Information Matrix when Shape Parameter is unknown

To obtain Fisher information matrix we take derivatives of equations (14) and (15) with respect to
�, �

i
; i = 1,2,...., m. Therefore, we have,

(22)

(23)

Derivatives of equation (15) with respect to �
i
; i = 1,2,..., m and �

j
; j � i = 1,2,...,m are given in

equations (18) and (19) respectively. Therefore, we have following result.

Theorem 3.2: For given � and  kept constant the maximum likelihood estimators,

of  are consistent estimators, and  is asymptotically m-variate normal

with mean 0 and variance covariance matrix W–1, where W is expected value of negative of second
derivative matrix of log likelihood with respect to (�, �) .
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4. Algorithm, Numerical Exploration and Conclusions

A Monte-Carlo simulation analysis is carried out in this section to compare the performance of the
estimates obtained in section 3. For illustration purpose we compare m = 2 and m = 3 systems
which follows failure distribution LL(�, �

i
); i = 1, 2..., m. The R-language version R.3.1.0 was used

to perform all calculations.

4.1. Known Shape Parameter

In this section, we carry out simulation study for two sets of parameter values m = 2, � = 1.5, �1 =
2, �2 = and for m = 3, � = 1.5, �1 = 2, �2 = 3, �3 = 4. The simulation is carried out for different values
of u and G*. Here we keep total number of failures in whole experiment G = uG* fixed. We simulate
1000 samples for each case. The simulation results are summarized in Table 1 and Table 2. We use
following algorithm to simulate results.

4.1.1 Algorithm

Step 1: Taking m = 2, � = 1.5, �1 = 2, �2 = 3 we generate u random numbers from LL (�, �1, �2,…,
�

m
) for each types of system. The same is repeated for the parameters m = 3, � = 1.5, �1 =

2, �2 = 3, �3 = 4.

Step 2: Note the G* failure times observed from each type of u copy of systems put on test and
recorded as (t1i

, t2i
,..., tGi

*)); i = 1,2..., m for each type of systems.

Step 3: Using data observed in step 2 and suitable initial value, evaluate  and corresponds sample

Fisher information matrix  score vector..

Step 4: Use Newton-Raphson iterative method

Step 5: Repeat Step 5 until the  where  is very small, predefined

quantity.

Step 6: Repeat the procedures in Step 1 to Step 5 for 1000 times and obtain following quantities.

(a)

(b) Mean Squared Error,  where  the values of

parameters given in Step 1.
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(c) Average of Variance-Covariance Matrices computed for different simulated samples,
say .

(d) Reliability functions  and hazard rate

evaluate using equations (16-17) and corresponding MSEs are

(e) Relative Variance  Bia s = EV
i 
– �

i
 and Relative Standard Error (RSE)

= 

Step 7: Obtain Standard Error (SE) of estimates by taking square root of diagonal elements of V

we obtained the results which are shown in Tables (4.1) and (4.2), and concluded that the average
value of MLE's for scale parameters i = 1, 2,..., m, reliability characteristic, and hazard rate are
close to their true values for given shape parameters. Furthermore, the average mean square Errors
are minimal. We also notice that as u increases, the estimates converse to its true value and their
SE, RSE, RV decreases.

4.2. Unknown Shape Parameter

Similar study, with not much change in the algorithm, one can do simulation study for the case of
unknown shape parameter. We perform simulation studies for the set of parameters values m = 2, �
= 1.5, �1 = 2, �2 = 3 and m = 3, ��= 1.5, �1 = 2, �2 = 3, �3= 4.

From the above Table (4.3) and Table (4.4) we can easily notice that in the presence of
unknown shape parameter �, the MLEs of scale parameters �

i
; i = 1, 2, …, m, the reliability

characteristics and hazard rates are closer to their actual values. Since, the shape parameter is
unknown the convergence rate is comparatively slower than that of known shape parameter.
Perhaps, it may be the effect of estimate of unknown shape parameter ?. Further, we can say,
somewhat large sample size is required than what we consider for the estimates to reach their
true values.

5. Testing of Hypotheses

The generalized type II censoring design is said to be significant only when can prove that all m
type of systems has non-identical lifetime. This can be accomplished by applying an ANOVA
approach for the suggested design. However, we will develop a test using the likelihood approach.
The goal of the hypothesis testing problem is to test
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H0: �1 = �2 = ... = �
m 

= � vs H1 : �i 
���

j
 for at least one pair (i, j) i � j = 12,…,m (24)

The likelihood ratio test statistic to test H0 defines as

The test based on –2ln (�
LR

) rejects H0 in support of H1 if it is larger than upper �-th cut-off
point of chi-square distribution (m – 1) degrees of freedom.

5.1. Computation of Likelihood Under H0

The log likelihood lnL_Gunder null hypothesis from equation (13) we have,

(25)

Differentiate (25) with respect to � and � we have

(26)

(27)

Differentiate (26) and (27) with respect to (�, �) and � we have

(28)

(29)

(30)
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The likelihood equation (27) is not mathematically tractable for known as well as unknown
shape parameter we use the Newton-Raphson method to obtain the estimate of parameter �. Here
we deal with only known shape parameter. We demonstrate the test procedure for m = 2 and m = 3.
We generate data under our design for the parameter values under H1: � = 1.5, �1 = 2, �2 = 3 and H1:
� = 1.5, �1 = 2, �2 = 3, �3 = 4 respectively. Then carry out the test procedure as suggested above.
The procedure is repeated for the different choices of u and G*. The results are produced in the
Table 5.1 and Table 5.2, respectively.

From the Table 5.1, we infer that the power the test is poor for small sizes. Higher the sample
size is required to exhibits its power in identifying the alternative. From Table 5.2, it can reveal that
for comparing homogeneity of three systems, as sample size becomes 72 it exhibits its power.

6. The Cost Function under Generalized Type II Censoring Design

To study the cost of experiment on the line of Srivastava (1987), with modified notation we proceed
at follows:

Let us begin testing experiment with u systems, each from m brands. Further, we shall assume
that the cost of a system failing is constant, say C1, regardless of the brand. Since, the experiment
terminates after observing total G = mG* where G* is a fixed number of failures being observed on
each brand, the total cost of failure is G = mC1 G

*, which is fixed and pre-planned. There are m
different sub experiments under this system, in the sense that how we observe machines of type i is
independent of the failures of machines of typei', for i ��i'. Let t

G*i
 = 1,2, ..., m denote the time of

failure of G*th machine of the ith type. Define t
max

 by t
max

 = max 

As a result, t
max

 reflects the period that the entire experiment under Type II censoring lasts. In
this experimental technique, the cost component is from the perspective of the experiment's length,
is C3 tmax

Now, we will concentrate at the cost of total experimental time for all the units under test.
Assume C_2 is the cost per unit time associated with a machine's testing time, regardless of brand.
Let t1i

, t2i
,…. t

G*i
 be the failure times of G* systems out of u systems of type i, i = 1,2...... m.

Then the total time the on test for the sub experiment is

Hence, the total machine time under Type II censoring is t, were

The contribution of this cost is t2 C2.
The fourth cost component is the total number of machines utilized in the experiment, which

equals mu = N under generalized Type II censoring. This expense covers the purchase, storage, and
handling of the machines. We will consider �(N) to be an increasing function of N. is the cost of
putting N machines through their paces. In some circumstances, �(N) may increase at a slower rate
than N or possibly be non-existent.
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Finally, let us denote the experiment's overhead costs as C0. We will presume that this C0

represents general costs like those related to preparing the experiment, administrative and consulting
costs, and so on. However, we assume that C0 is independent of N, the total number of machines
used in the experiments. Under the generalized Type II censoring design, the actual cost of the
experiment under these assumptions is

For the cost effectiveness of the generalized Type II censoring method, we perform Monte
Carlo simulations with cost values of C0 = 100, C1 = 5, C2 = 10, C3 = 10 and �(N) = 0.5N. The results
for m = 2 and m = 3 are shown in Tables 6.1 and 6.2, respectively. We also change the number of
units to be tested at each sub experiment and fix the overall number of failures G, Table 6.3 contains
the results.

6.1. Algorithm for Evaluation of Total Time under Experiment, Duration of Experiment and
Total Cost

Step 1: Generate the subset of Type II censored observation using Step 1 and Step 2 of the algorithm
given in section 4.1.1.

Step 2: Repeat Step 1, n = 1000 times and obtain average failure time and store it as

Step 3: Evaluate total time under experiment and duration of experiment using formulae by

 and t
max

 respectively..

Step 4: Use the values of C0, C1, C2, C3 and �(N) = 0.5N where N = um in cost function

 obtain the different values of total cost

for different combination of (u, G).

It can be seen from Table 6.4 and Table 6.5. total time under experiment, duration of the
experiment and the cost associated with the experiment in generalized Type II censoring scheme
are increasing functions of G, for m = 2 as well as m = 3. From Table 6.3, we can see that as
proportion of censoring decreases the total time under experiment increases linearly and the duration
time of the experiment decreases.

7. Concluding Remarks

In this paper we study estimation of parameters through iterative procedure and study their
performance when life time of random variable is LL distribution under generalized type II censoring
scheme. We observe that estimate of parameters converse to its true value when sample size increases
in both case when shaper parameter is known as well as unknown. The performance indicators like
MSE, Bias, RSE decreases with sample size and support the performance of estimators. The
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Likelihood Ratio test is also exhibits its power to attain its alternative hypothesis when number of
items put on test increases especially when comparing more than two types of systems. Further,
form study of the cost of experiment, we observed that cost of experiment, duration of experiment
increases linearly with total number of test items increases with fixed proportion of censoring. It is
also observed that for fixed items censoring, cost of experiment and total time on experiment
increases marginally with increases test items but duration of experiment decreases.

References

[1] Balakrishnan, N. and Ng, H.K.T. (2006). Precedence-type tests and applications, Hoboken NJ: John
Wiley & Sons.

[2] Cohen, A.C. Jr. (1965). Maximum likelihood estimation with Weibull distribution based on complete
and on censored samples, Technometrics, 7, 559–588.

[3] Fisk, P.R. (1961), “The Graduation of Income Distributions”, Econometrica, 29 (2): 171–
185, doi:10.2307/1909287, JSTOR 1909287

[4] Gupta, A.K. (1952). Estimation of mean and standard deviation of a normal population from a censored
sample, Biometrika, 39, 260–273.

[5] Hossain, A and Zimmer, W.(2003). Comparison of estimation methods for Weibull parameters: Completed
censored samples, Journal of Statistical Computation and Simulation, 73(2), 145-153.

[6] Lawless, J.F. (1982). Statistical Models and Methods for Lifetime Data, John Wiley & Sons, New York,
NY.

[7] Mann, N., Schafer, E. and Singpurwalla, N.(1974). Methods for Statistical Analysis of Reliability and
Life Data, John Wiley & Sons, New York, NY.

[8] Raykundaliya, D.P, (2016). Inferential Problem about Homogeneity of Several Systems under Frechet
Distribution, Journal of Statistics Application and Probability.

[9] Sharafi, M.M Balkrishnan, N. And Khaledi, B.E. (2013). Distribution-free comparison of hazard rates of
two distributions under Type II censoring, Communications in Statistics-Theory and Methods, 42, 1889–
1898.

[10]Srivastava, J.N. (1987). More efficient and less time consuming censoring designs for life testing.
J.Statist.Plann.Inference. Vol.16, pp.389-413

[11] Shanubhogue,A., Raykundaliya, D.P., (2015), A study of inferential problem about the lifetime of
homogeneity of several systems under generalized exponential model based on type-II censored sampling
design, ProbStat Forum, Volume 08, Pages 24–33.

[12]Verhulst,  Pierre-François (1838).  ”Notice sur  la loi que la population suit dans son
accroissement”. Correspondance mathématique et physique. 10: 113–121.



Homogeneity of Several Systems under the Log-Logistic Distribution using the Generalized...

Journal of Econometrics and Statistics, 1(2) © 2021 197

Table 4.1: Maximum Likelihood Estimate of Parameters, Reliability and Hazard Rates and their
Efficiency Measures m = 2, = 1.5, 

1
 = 2,  

2 
= 3, R(t) = (0.5, 0.5), h(t) = (0.375,0.250)
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Table 4.2: Maximum Likelihood Estimate of Parameters, Reliability and Hazard
Rates and their Efficiency

Measures m = 3, = 1.5, 
1
 = 2,  

2 
= 3, 

3 
= 4,

R(t) = (0.5,0.5,0.5), h(t) = (0.375,0.250,0.1875)
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Table 4.3: Maximum Likelihood Estimate of Parameters, Reliability and
Hazard Rates and their Efficiency

Measures m = 2, = 1.5, 
1
  = 2,  

2 
= 3, R(t) = (0.5,0.5), h(t) = (0.375,0.250)
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Table 4.4: Maximum Likelihood Estimate of Parameters, Reliability and
Hazard Rates and their Efficiency

Measures m = 3, = 1.5,  
1
 = 2,  

2 
= 3, 

3 
= 4,

R(t) = (0.5,0.5,0.5), h(t) = (0.375,0.250,0.1875)
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Table 5.1: Likelihood Ratio Test for Testing H
0
 : 

1 
= 

2 
=  vs H

1
 : 

1 2
 when

= 1.5, 
1
  = 2,  

2 
= 3

Table 5.2: Likelihood Ratio Test for Testing H
0
 : 

1 
= 

2 
=  vs H

1
 : 

i j
; (i  j = 1, 2, 3)

when = 1.5, 
1
  = 2,  

2 
= 3
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Table 6.1: Table of Total Time under Experiment, Duration of Experiment and
Cost of Experiment Under ½

Censoring m = 2, = 1.5, 
1
  = 2,  

2 
= 3

Table 6.2: Table of Total Time under Experiment, Duration of Experiment and
Cost of Experiment Under 1/3

Censoring m = 3, = 1.5, 
1
  = 2,  

2 
= 3, 

3 
= 4




